主要思想：特征匹配很重要，是视觉SLAM的瓶颈。改进了ASD，提出了二进制描述子，既提高了精度，又保证了效率，有实际意义。精度从FPR95，mAP说明

主要就是将神经网络二进制描述符用于视觉SLAM，效果更好。

核心思想就是设计了一种视觉SLAM二进制描述子，提高了精度，保证了效率，有实际意义。

关键点提取，描述符计算，描述子匹配，后端优化

基于深度学习二进制描述符的SLAM系统研究

Abstract：基于特征匹配的SLAM受描述符的影响比较大，CNN对于image patch信息的提取的效果比较好，适用于生成描述符。所以本文设计了一种基于CNN的描述符，效果比较好，在数据集HPatches和Brown dataset上的鲁棒性都比较好，改进的SLAM系统在数据集kitti和tartanair上的结果比传统的ORB-SLAM2要好

介绍二进制描述符的生成，主要是几个损失函数介绍一下，然后就是改进的ORB-SLAM2，进行对比实验，说明我的二进制描述符的FPR95比较好，HPatches数据集的几种模式我的这个表现好，来间接说明我的二进制描述符比一般的更鲁棒，然后说我的这个效率比浮点型的高，回环检测时间比浮点型的短。

系统框架：描述符的生成（几个损失函数介绍），SLAM系统的搭建（ORB-SLAM2）.

实验：Brown Dataset的FPR95；HPatches的图片检索等等（来说明我的描述符比较鲁棒）；Tartanair数据集的SLAM的对比；与浮点型描述子的回环检测时间的对比；

对比实验：Tanh和ReLU的对比实验

BASD-SLAM: A Deep-Learning Visual SLAM System Based On Binary Adaptive-Scale descriptor

Abstract:

The feature quality plays an important role in visual SLAM (Visual Simultaneous Localization and Mapping) based on feature matching, and becomes the bottleneck of positioning accuracy improvement. Now lots of hand-crafted descriptors like BRIEF and ORB don't work very well in complex scenarios. The Convolutional Neural Network is proved to have tremendous advantages on image feature extraction. In this paper, we design a CNN model to extract binary visual feature descriptor from image patches. Based on this deep feature descriptor, we design a monocular SLAM system, named BASD-SLAM, by replacing ORB descriptor in ORB-SLAM2. We also train visual Bag of Words to detect loop closure. Experiments show that our BASD achieves better results on the HPatches dataset and UBC benchmark. In the meantime, the BASD-SLAM system outperforms other current popular SLAM system on KITTI odometry dataset and Tartanair dataset.

描述子的质量在基于关键点的描述子匹配的视觉SLAM中很重要，成为了提高定位精度的瓶颈。现在大量的手工打造的描述子，如ORB，SIFT在复杂场景效果不是很好。而CNN被证明在图片编码方面有很大的优势。所以本文设计了一种基于CNN的二进制视觉描述子，并利用ORB-SLAM2的框架设计了SLAM系统。深度学习二进制描述子可以在提高轨迹估计精度的同时，也能提高特征匹配和后端优化效率。大量在brown dataset，HPatches和tartanair数据集上的实验证明了描述子的鲁棒性和高精度性。

1. INTRODUCTION

背景

发展

现在的问题和研究空白

自己的研究如何填补这个空白

Introduction：

Visual SLAM has got prosperous development in recent years. The result of feature matching in the keypoint-based vSLAM system depends on the descriptor quality. The traditional descriptors rely on the pixel-level

视觉SLAM发展迅速。对于基于特征点的视觉SLAM来说，特征匹配的结果取决于描述子的质量。传统的描述子进行像素级的匹配，匹配误差会累积，最终影响pose estimation result。

近些年，随着深度学习的发展，基于深度学习的图像处理变得越来越火。深度学习对于提取图像的特征，然后进行图像的关联有着巨大的优势。而视觉SLAM的图像处理和数据关联正是深度学习的强项。所以现在有很多的研究者都将深度学习与SLAM结合起来，以解决视觉SLAM中图像数据关联的瓶颈问题。

深度学习在SLAM中的应用提升了SLAM的精度。有许多学者利用深度学习的优势，替换了传统视觉SLAM中的部分模块，比如描述子匹配，重定位等等。也有的使用高级别的语义信息，给系统增加对世界的理解能力，对于特征匹配和特征关联带来了很大的提升。也有端到端的SLAM系统，直接由图片生成位姿估计，在特定场景获得了比较好的效果。

但是当前的深度学习在SLAM中的使用还是有较多问题。比如端到端的SLAM很依赖特定场景，系统泛化能力不强。语义SLAM无法保证场景有相关的语义信息，比如slam++中的椅子。而低级别的描述子信息的提取没有考虑到尺度问题，导致Hardnet等等描述子不适用于SLAM

在本文中，我们提出了一种提取图片局部描述子的网络。我们提取出的描述子的形式与传统的描述子ORB类似，可以很容易地适用在当前流行的视觉SLAM系统上。并且我们考虑到了尺度问题（引用学长），让其更加适用于SLAM。为了匹配效率，我们对生成的描述子进行了二进制化。我们也为自己描述子单独训练了词袋，回环检测的精度得到提高。

Related work

Local feature descriptor

讲讲传统的描述子，浮点型的，二进制型的。讲讲CNN描述子，浮点型的，二进制型的。这些描述子都只是用于image verification,等等，没有在SLAM和SFM上进一步测试，

Local Feature Descriptor

传统：SIFT，ORB，BRIEF，SURF

DL：Lift，SuperPoint，LF-NET，MatchNet，L2-Net，SuperGlue

Deep learning enhanced SLAM

替换模块的深度学习SLAM

语义SLAM：https://blog.csdn.net/fxr123fxr/article/details/82988485?utm\_medium=distribute.pc\_relevant.none-task-blog-BlogCommendFromBaidu-3&depth\_1-utm\_source=distribute.pc\_relevant.none-task-blog-BlogCommendFromBaidu-3

端到端SLAM：DeepVO

Proposed method

Deep learning enhanced SLAM

Contribution

1. We propose a binary descriptor with CNN model using four loss function, and outperforms other traditional descriptor on accuracy and effectiveness.

2. We design a monocular system with our learned descriptor, and achieve better results than other traditional visual SLAM system on several benchmark datasets.

3 System Overview（SLAM框架）

In our BASD-SLAM system, we still adopt traditional visual SLAM pipeline. ORB-SLAM2 is a classical visual SLAM system. Unlike other end-to-end SLAM system, we just replace the traditional hand-crafted descriptor ORB with our learned descriptor and evaluate the efficiency and effectiveness of our descriptor. This also enables our descriptor suitable to other SLAM system like SFM.

3.1 Local feature design

Compared with hand-crafted methods, learned descriptors has tremendous advantages, such as compact structure, evenly distribution, robust to noise and so on. Moreover, learning-based descriptors are data-adaptive. In order to make our descriptor more effective, we just adopt shallow convolutional neural network to generate our descriptor, and the shallow network has also been proved to be suitable to extract low-level image information [14]. float descriptors sacrifice the effectiveness of feature matching and loop closure. Instead, our shallow network will obtain binary local feature descriptor, and also maintain the high precision.

[15] reveals that triplet network has greater advantages in metric learning than Siamese network, so we also adopt the former to train our descriptor. There are eight convolutional layers, each of which is followed by a Tanh non-linearity and Batch Norm operations. And the output of network is normalized to unit-length. In order to reduce the possibility of overfitting, we add a dropout layer in the last of our network. After lots of tuning step and training process, we set the dropout rate to 0.3.

Loss function plays an important role in descriptor generation. We adopt four loss type to train our descriptor. We will describe in detail below.

1. Adaptive-Scale Triplet Loss

Triplet loss has been proved to have great advantages in descriptor generation. So we also adopt this loss function. [ASD-SLAM] proposed the scale uncertainty influence in triplet loss, and modified the prime triplet loss function to reflect the changes of scale by adding a scale reminder factor. Given three image patches, Pa, Pb and Pc, which represent the anchor, positive and negative image patches. After the reasoning of network, we get descriptors xa, xb and xc respectively. And the adaptive-scale triplet loss function is defined as
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Where d- and d+ is the L2 distance of anchor descriptor with negative descriptor, anchor descriptor with positive descriptor, respectively.

Because we set batch size to 1024, so the choice of d- and d+ matters. We also adopt the adaptive-scale sampling strategy to obtain suitable d- and d+.

The native training strategy is too complex and performs not well, so we turn to the hard negative mining strategy proposed in [hardnet], which is proved to be effective and easy to converge in training.

1. Even-Distribution Loss

The distribution of binary bits reflects the encoding quality of neural network. In large dataset, same bit of every descriptor generated by all image patches should have same numbers of -1 and +1 roughly. However, the sign function is not differentiable, so we cannot reduce even-distribution loss by optimizing the numbers of -1 and +1. We just constraint the means of every float descriptor dimension in one batch size descriptors to 0. Even-distribution loss is defined as :
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1. Quantization Loss

In quantization step, we use sign function to obtain binarization result of float descriptor. However, the difference between real-value and ±1 can bring a great drop in accuracy. So we minimize the quantization loss to get a better binary descriptor. Quantization loss is defined as:

![](data:image/x-wmf;base64,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)

1. Correlation Loss

In order to make the descriptor contain more information, the bits of every descriptor should have less correlation[L2-net]. So we introduce the correlation loss penalty to get more differentiable descriptors. We use the descriptor ![](data:image/x-wmf;base64,183GmgAAAAAAAAAPYAIACQAAAABxUwEACQAAA6ICAAACAOkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgAPCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ADgAAFQIAAAUAAAAJAgAAAAIFAAAAFAIDAroGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgDQCY8COcajd0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTJqArwBBQAAABQCoAHxBBwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoA8AuPAjnGo3dAAAAABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAWywsLi4uLF1MAnsCeABgAGAAYABxAgADBQAAABQC9AAuDhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAcAiPAjnGo3dAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAVDK8AQUAAAAUAgMC4gAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKANAJjwI5xqN3QAAAAAQAAAAtAQEABAAAAPABAAAWAAAAMgoAAAAACgAAAGFuY2hvcmFhYWtvAG8AYQBvAG8ATQNSAhMEbwC8AQUAAAAUAqABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAJAKjwI5xqN3QAAAAAQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAFl5eXl9BVICEwQAAwUAAAAUAqAB4wMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACA603dENwo2AAAKAJALjwI5xqN3QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAD0AAAPpAAAAJgYPAMcBQXBwc01GQ0MBAKABAACgAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDWQADABsAAAsBAAIAg2EAAgCDbgACAINjAAIAg2gAAgCDbwACAINyAAABAQAKAgSGPQA9AgCCWwACAIN5AAMAGwAACwEAAgCDYQACAIgxAAABAQAKAgCCLAACAIN5AAMAGwAACwEAAgCDYQACAIgyAAABAQAKAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAg3kAAwAbAAALAQACAINhAAIAg2sAAAEBAAoCAIJdAAMAHAAACwEBAQACAINUAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ATyEAigIAAAoADTlmTyEAigIAAAAAsNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)generated from anchor image patch, where ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQsBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAQC48COcajd0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAYWlvALwBBQAAABQCgAFeABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoA8AiPAjnGo3dAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAeXkAA5UAAAAmBg8AHwFBcHBzTUZDQwEA+AAAAPgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN5AAMAGwAACwEAAgCDYQACAINpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBqIQCKAgAACgD7EmZqIQCKAgAAAADY0BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is row vector of one image descriptor.

The correlation matrix ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGYAIACQAAAAARWgEACQAAAx8CAAACAK4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAGCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBgAABgIAAAUAAAAJAgAAAAIFAAAAFAKAAZ4CHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAQdYwCOcajd0AAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAW12mAQADBQAAABQC4wGSAxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAcHSMAjnGo3dAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAaWpraz4A7wDyALwBBQAAABQCgAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAUHWMAjnGo3dAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAUnLiAgADBQAAABQC4wExBRwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAIDrTd+c4CvEAAAoAEHSMAjnGo3dAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAtF28AQUAAAAUAoABkAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACA603cKMAo/AAAKAPByjAI5xqN3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1yAAOuAAAAJgYPAFEBQXBwc01GQ0MBACoBAAAqAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUgACBIY9AD0CAIJbAAIAg3IAAwAbAAALAQACAINpAAIAg2oAAAEBAAoCAIJdAAMAGwAACwEAAgCDawACBIbXALQCAINrAAABAQAAAE0KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBxIQCKAgAACgBdFWZxIQCKAgEAAADY0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is defined as:

![](data:image/x-wmf;base64,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)

Where ![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAA5EBAAAEAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///67////gAQAALgIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlsAQAAFAAAAEwJbAAYBBQAAAAkCAAAAAgUAAAAUAiUCIQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKACCtdQc5xqN3QAAAAAQAAAAtAQEACgAAADIKAAAAAAIAAABhaW8AvAEFAAAAFALAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgCgr3UHOcajd0AAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAB5AAADmQAAACYGDwAoAUFwcHNNRkNDAQABAQAAAQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMADQAAAQACAIN5AAAAAwAbAAALAQACAINhAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoA4C9m6CEAigL/////2NAZAAQAAAAtAQMABAAAAPABAgADAAAAAAA=) is mean of ith row of ![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA3sBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAeIAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgBg1wQFOcajd0AAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAAYW5jaG9ybwBvAGEAbwBvALwBBQAAABQCgAEiABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAINYEBTnGo3dAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAWQAAA58AAAAmBg8AMwFBcHBzTUZDQwEADAEAAAwBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINZAAMAGwAACwEAAgCDYQACAINuAAIAg2MAAgCDaAACAINvAAIAg3IAAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC0hAIoCAAAKAP8vZi0hAIoCAAAAANjQGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Obviously, the off-diagonal elements of R should be 0. So the correlation loss is:
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3.2 SLAM System (An Approach for CNN-Based Feature Matching Towards Real-Time SLAM)

ORB-SLAM2 is a fantastic visual SLAM work in recent year, which is suitable for monocular camera based on PTAM structure. So we choose ORB-SLAM2 as our SLAM system. we can substitute our learned descriptor for ORB easily, because our learned descriptor has same structure with ORB. The CNN model is embedded in descriptor extractor after FAST keypoint detection using the implementation of pytorch c++ API. We organize the image patches as a single tensor, and transfer to CNN model, so the model can reason all the image patches with one step, which can accelerate the reasoning time.ORB-SLAM2 implement the Bag of Words to detect loop closure, so we also train Bag of Words with the descriptor reasoned by our CNN model. Because the difference of descriptor, we adjust the matching threshold in SLAM system.

4.Experiments

4.1 descriptor evaluation

4.1.1 UBC benchmark dataset

UBC benchmark dataset, consisting of three datasets, Yosemite, Notredame and Liberty, is suitable for training descriptors, whose patches are centered on real interest point detection. So we use it to evaluate our model. We just use one dataset to train our model, and the other two to evaluate the model output. We compare it with other hand-crafted and learned local descriptors with FPR95 standard. The result is listed in TABLE I. We can conclude that our descriptor outperforms others.

4.1.2 HPatches dataset

4.1.3 Matching result in hard scenarios

The performance in dealing with hard scenarios like illumination change and view change is very important to SLAM. So we choose the hand-crafted descriptor, ORB, to make a comparison with our learned descriptor. Although we do RANSAC in SLAM system, the performance will be bad if the mismatch number exceeds the match number. We choose large illumination change and large view change pictures to evaluate descriptors. From the match results, our descriptor outperforms the ORB descriptor, which show the robustness of our descriptor.

|  |  |
| --- | --- |
| C:\senior\SLAM\slam\ASDNet\model_test\图片匹配测试结果\view change\v_charing\BASD_4_6.png | C:\senior\SLAM\slam\ASDNet\model_test\图片匹配测试结果\view change\v_charing\ORB_4_6.png |
| BASD | ORB |

4.2 SLAM system evaluation

4.2.1 Evaluation of KITTI Odometry dataset

我们的描述子能够在kitti上比ORB更快地进行初始化，说明我们的描述子在视角快速切换的时候更鲁棒。

4.2.2 Evaluation of Tartanair dataset

To evaluate the accuracy and robustness of our learned descriptor in BASD-SLAM, we introduce the Tartanair dataset for localization and mapping evaluation. We compared our system with ORB-SLAM2, including the evaluation standard, ATE( absolute trajectory error) and SR(success rate). In order to present the robustness of our descriptor, we respectively choose three contexts in Tartanair, Soul-City, Japanese-Alley, Ocean. The evaluation results are shown in TABLE I. The bold represents the better result. We also choose the evo evaluation tool to estimate and visualize some context trajectory. And the results are shown in TABLE II. From the evaluation results above, we can easily draw the conclusion that our learned descriptor SLAM system outperforms the traditional descriptor SLAM system ORB-SLAM2.

为了评估系统的鲁棒性，我们用Tartanair数据集来进行定位和建图的评估，我们将我们的系统与ORB-SLAM2进行比较，评估了ATE和SR。为了体现出我们的描述子的鲁棒性，我们分别选择了Tartanair数据集中的三个场景：Soul-city，Janpanese-alley，Ocean。ATE和SR的评估结果如下表。相对更好的结果用粗体标识出来了。我们也是用了evo评估工具对几个场景进行了评估和可视化，结果如图。从以上可以看出，我们的SLAM系统比传统的ORB-SLAM2系统更加鲁棒，取得更好的表现
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Introduction

SLAM依赖特征匹配，依赖描述子的质量。过去几十年传统描述子发展起来，介绍一下ORB 、SIFT优缺点。也出现了许多深度学习描述子。比如DeepSec，L2-Net，CS L2-Net，HardNet等等。他们有一些比传统好。但是不适用与SLAM。主要原因就是没考虑到尺度性。大多数人专注于数据增强和更稳定数据集增强鲁棒性，忽视了损失函数的重要性。说一下自己的contribution：